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Abstract

A fair allocation of utility (application-layer performance) is essential in providing QoS (Quality of Service) guarantee. However, there have been few researches in the literature of utility-fair network resource allocation scheme. In this paper, we propose a distributed utility max–min flow control algorithm which accommodates application diversity in that it does not require the concavity of utility functions, and is scalable in that it does not require any per-flow operation in the network. The algorithm is proved to be convergent under the assumption that there exists a single bottleneck link and the communication delay between any two links in the network is bounded. Although the convergence of the algorithm is analyzed only for the case of a single bottleneck link, we show through simulations that the proposed algorithm works as designed for the case of multiple bottleneck links as well.
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1. Introduction

One of the key goals in the next generation network is to guarantee quality of service (QoS) which represents the level of application-layer performance (utility). To reach this goal, it is necessary to identify application specific demands and to provide network resource allocation schemes taking into account the demands. The application specific demand can be characterized by bandwidth, delay and delay jitter etc. which are called QoS parameters. For example, real-time multimedia applications require strict bandwidth, delay and delay jitter guarantee since to provide acceptable performance in playing back the encoded multimedia, at least the encoding rate should be guaranteed and the timely delivery of a packet is essential. On the other hand, data applications do not require strict delay jitter guarantee because their performances strongly depend on the time spent to complete data deliveries. A utility function is used to mathematically describe
the QoS characteristics of an application. In this work, we deal with only a bandwidth utility function, which describes the application-layer performance with respect to the bandwidth allocated to an application.

By using the concept of utility functions, there have been numerous researches to provide utility-aware network bandwidth allocation schemes based on optimization theory [1–6]. The objective that they have in common is the maximization of aggregate utility. Under the objective, by decomposing the problem into network problem and user problem [2,5] or by appealing to the duality theory in optimization theory [3], it is easy to construct a distributed algorithm, which is provable to be convergent. However, this framework has two serious drawbacks. One is that the utility functions are restricted to be strictly concave. Because the utility functions of real-time or rate-adaptive applications are not concave [7], those applications cannot be handled in the framework. The other is that the framework cannot achieve a utility-fair bandwidth allocation. Achieved in the framework is only the maximization of aggregate utility and bandwidth proportional fairness for logarithmic utility functions, or arbitrarily close approximation to bandwidth max–min fairness for a generalized utility function which is concave [6]. Lee et al. [8] showed that if such algorithms developed for concave utility functions are applied to non-concave utility functions, the system can be unstable and can cause excessive congestion in the network. They proposed a distributed rate control algorithm which can handle both concave and sigmoidal-like utility functions, but the utility fairness was not considered either.

On the other hand, in [9], Cao and Zegura defined a utility max–min fairness and proposed a bandwidth allocation scheme that achieves the utility max–min fairness. Although their work is the first step to the utility max–min flow control and does not need the concavity of utility functions which is indispensable in the framework mentioned above, the proposed scheme has many problems. Firstly, it is not realistic because each link in the network should know the utility functions of all flows passing through the link and maintain the set of flows saturated at the link. Secondly, they prove that the algorithm finds a utility max–min fair rate allocation vector in finite time, but the delay, which is essential in the communication network, is not considered in the proof. To overcome the limitations mentioned so far, Cho and Chong [10] proposed a control-theoretic utility max–min flow control algorithm which resolves the problems of [9], and showed that the algorithm converges to a utility max–min fair rate vector by using Dewey and Jury’s stability criterion [11].

In this paper, we address a utility max–min flow control algorithm based on optimization theory. We first propose a utility max–min flow control algorithm provided that there exists a single bottleneck link in the network, and then extend the algorithm to the case of multiple bottleneck links. The proposed algorithm requires neither the concavity of utility functions nor any per-flow operation in the network. Moreover, we mathematically prove, for the case of a single bottleneck link, that the algorithm converges to a utility max–min fair point with bounded communication delays. In this paper, we do not analyze the convergence of the algorithm accommodating multiple bottleneck links due to its complexity, but we show through simulations that the algorithm works as designed. To the best of our knowledge, our work is the first paper dealing with utility max–min flow control based on optimization theory.

Of course, the utility max–min fairness is not a better choice than the utility maximization in the aspect of utility efficiency. In other words, the utility max–min fair strategy can lead to utility inefficiency, as can do the bandwidth max–min fair strategy to bandwidth inefficiency [12]. If there exists a session whose utility function has a finite upper bound, then the utility allocated to all the other sessions sharing a link with the session cannot increase above the upper bound. We can easily see that this is not problematic if the value of utility at a utility max–min point is sufficiently smaller than the bound. However, as the utility max–min point approaches the bound (by the increased link bandwidth or by the departure of sessions), the problem will come up and get worse, i.e., most of the remaining bandwidth will be allocated to the session with bounded utility function because the utility max–min strategy finds the rate allocation achieving the equality of all sessions’ utilities. Accordingly, if one is concerned with both fairness and efficiency, it is desirable to find and adopt other utility fairness criteria rather than utility max–min or utility maximization. This issue is out of the scope of this paper, and we leave it as a future study.

The rest of the paper is organized as follows. In Section 2, we formulate the utility max–min flow
control as an optimization problem for the case of a single bottleneck link. And then, a distributed algorithm for the case of a single bottleneck link is proposed and shown to be convergent in Section 3. In Section 4, we discuss and propose an extended algorithm to accommodate the case of multiple bottleneck links. In Section 5, we show through simulations that the proposed algorithm works as designed not only for the case of a single bottleneck link but also for the case of multiple bottleneck links. Finally, we conclude the paper in Section 6.

2. Problem formulation

Consider a network in which one or more sessions (source-destination pairs) exist, and let \( L \) and \( S \) be the set of all links and the set of all sessions in the network, respectively. \( C_l \) and \( S_l \) respectively denote the capacity of link \( l \) and the set of sessions sharing link \( l \). Each session \( i \) is associated with a utility function \( U_i: [0, M_i] \rightarrow \mathbb{R}^+ \) where \( M_i \) denotes the maximum possible transmission rate of session \( i \). Below is the assumption on the utility functions we will use throughout the paper.

**Assumption 1.**

(a) Every \( U_i(\cdot) \) is strictly increasing with \( U_i(0) = 0 \).
(b) Every \( U_i(\cdot) \) is twice continuously differentiable.

**Definition 1.** Let \( x_i \) be the bandwidth allocated to session \( i \). Then, a rate vector \( x^* = [x^*_i, i \in S]^T \) is said to be utility max–min fair if it satisfies the following property for any other rate vector \( x \): if \( U_j(x^*_j) < U_j(x_i) \) for some \( j \), then there exists \( i \) such that \( U_i(x_i) < U_i(x^*_i) \leq U_j(x^*_j) \).

**Definition 2.** Suppose that a rate vector \( x^* \) is utility max–min fair, then session \( i \) is said to be bottlenecked at link \( l \) if \( \sum_{k \in S_l} x^*_k = C_l \) and \( U_i(x^*_i) > U_k(x^*_k), \forall k \in S_l \). In this case, link \( l \) is said to be a bottleneck link of session \( i \).

Definition 1 and 2 are equivalent to the definition of bandwidth max–min fairness and bandwidth bottleneck except that in utility max–min fairness and bottleneck, utilities are compared instead of bandwidths.

Assume that every session is bottlenecked at a same link or equivalently there is only a single bottleneck link in the network. Note that this assumption also implies that no sessions are bottlenecked at their sources. We will discuss the case of multiple bottleneck links in Section 4 where we extend the algorithm proposed in this section. Let \( l \) and \( B_l \) be the single bottleneck link and the set of sessions bottlenecked at link \( l \), respectively, then we have \( B_l = S_l = S \). We formulate a utility max–min flow control problem as an optimization problem by

\[
(P_1) : \min \sum_{i \in B_l} (U^i_{av}(x) - U_i(x_i))^2 \\
\text{subject to } \sum_{i \in S_l} x_i \leq C_l \\
x_i \geq 0, \forall i \in S,
\]

where \( x = [x_i, i \in S]^T \), \( U^i_{av}(x) = \frac{1}{N_l} \sum_{i \in B_l} U_i(x_i) \) and \( N_l = |B_l| \). Note that the absence of maximum possible transmission rates (\( M_l \)'s) in the formulation does not cause a loss of generality, i.e., does not preclude the existence of maximum bandwidth limits. If such a maximum limit exists at source \( a \), one can simply add a new source \( a' \) connected to \( a \) and set the bandwidth of the link between \( a \) and \( a' \) to the maximum limit. Then, letting the session start from \( a' \) exactly models the maximum bandwidth limit. The optimal solution of \((P_1)\) obviously achieves a utility max–min fairness among competing flows. However, it is not easy to obtain the optimal solution due to the capacity constraint, and moreover, there is no factor making the link fully utilized. So, instead of solving \((P_1)\) as it is, we relax the constraint while achieving utility max–min fairness and also making the link utilized at a target utilization level.

First, we transform the capacity constraint (inequality constraint) into an equality form by introducing a slack variable \( v_l \). Let \( v_l = (1 - \lambda)C_l \) for \( 0 \leq \lambda \leq 1 \), then \((P_1)\) can be rewritten as

\[
(P_E) : \min \sum_{i \in B_l} (U^i_{av}(x) - U_i(x_i))^2 \\
\text{subject to } \sum_{i \in S_l} x_i = \lambda C_l \\
x_i \geq 0, \forall i \in S \\
0 \leq \lambda \leq 1.
\]

Note that \( \lambda \) is actually a target utilization and this formulation is equivalent to \((P_1)\) except that a target link utilization \( \lambda \) can be achieved here. From now on, we will omit \( 0 \leq \lambda \leq 1 \) in the formulation because we can set the value of \( \lambda \) as we wish. We now relax the equality constraint by adding a penalty function as follows:
\((P_p)\): \[
\begin{align*}
\text{min} & \quad \sum_{i \in B_l} (U_{av}^i(x) - U_i(x_i))^2 + \mu \left( \lambda C_l - \sum_{i \in S_l} x_i \right)^2 \\
\text{subject to} & \quad x_i \geq 0, \forall i \in S \\
& \quad \mu > 0,
\end{align*}
\]
where \(\mu\) is a penalty factor. This problem is much easier to solve than \((P_E)\). Moreover, the following theorem shows that \((P_E)\) and \((P_p)\) have the same and unique optimal solution.

**Theorem 1.** Suppose that there exists a single bottleneck link and the link is \(l\). Then, under part (a) of Assumption 1, \((P_E)\) and \((P_p)\) have the same and unique optimal solution.

**Proof.** Let \(\bar{x}\) be an optimal solution of \((P_p)\), then the following condition holds.

\[
U_{av}^i(\bar{x}) = U_i(\bar{x}^*_i), \quad \forall i \in B_l
\]

\[
\lambda C_l = \sum_{i \in B_l} \bar{x}^*_i
\]

\[
\bar{x}^*_i > 0, \quad \forall i \in S.
\]

We first prove the existence of such a solution \(\bar{x}\). The above condition obviously results in the minimum of the objective function of \((P_p)\). Combining the first and second equation of (1) yields

\[
\bar{x}^*_i + \sum_{j \in B_l, j \neq i} U_j^{-1}(U_i(\bar{x}^*_i)) = \lambda C_l, \quad \forall i \in B_l.
\]

Due to part (a) of Assumption 1, the left hand side of (2) is zero when \(\bar{x}^*_i = 0\) and a strictly increasing function of \(\bar{x}^*_i\) for all \(i \in B_l\), and thus \(\bar{x}\) satisfying the first and second equation of (1) exists. It is easy to see, from part (a) of Assumption 1, that such an \(\bar{x}\) satisfies the third condition of (1).

The condition (1) is nothing but the optimality condition of \((P_E)\). Thus if we let \(x^*\) be an optimal solution of \((P_E)\), \(x^*\) satisfies (1). We now show that \(\bar{x}\) satisfying (1) is unique so that \(x^* = \bar{x}\). Suppose \(x^* \neq \bar{x}\), then there exist \(i, j \in B_l\) such that \(\bar{x}^*_i > x^*_j\) and \(\bar{x}^*_j < x^*_j\) because \(\lambda C_l = \sum_{i \in B_l} \bar{x}^*_i = \sum_{i \in B_l} x^*_i\). As a consequence, we have \(U_i(\bar{x}^*_i) > U_i(x^*_j)\) and \(U_j(\bar{x}^*_j) < U_j(x^*_j)\), which implies that \(U_i(\bar{x}^*_i) \neq U_i(x^*_j)\) because \(U_i(\bar{x}^*_i) = U_i(\bar{x}^*_j)\). This contradicts to the assumption that \(x^*\) is an optimal solution. Therefore, \(\bar{x}\) is unique so that \(x^* = \bar{x}\).

Hence, we will solve \((P_p)\) instead of \((P_1)\).

Let \(X_l = \sum_{i \in S_l} x_i\) and \(f(x)\) be the objective function of \((P_p)\), i.e., \(f_i(x) = \sum_{i \in B_l} (U_{av}^i(x) - U_i(x_i))^2 + \mu(\lambda C_l - X_l)^2\). If \(f(x)\) is convex, the optimal solution is easy to find because any stationary point of a convex objective function \(f(x)\), i.e., \(x\) such that \(\nabla f(x) = 0\), is a global minimizer of \(f(x)\). However, \(f(x)\) is not always convex. Fig. 1 shows an example of non-convex \(f(x)\). Nevertheless, we have the following theorem which shows that a stationary point of \(f(x)\) is the unique optimal solution of \((P_p)\).

**Theorem 2.** Suppose that there exists a single bottleneck link and the link is \(l\). Then, under part (a) of Assumption 1, \(x^*\) is the unique optimal solution of \((P_p)\) if and only if \(\nabla f(x^*) = 0\).

**Proof.** Let \(\nabla f_i(x) = \partial f(x)/\partial x_i\), then

\[
\nabla f_i(x) = -2\left\{U_i'(x_i)(U_{av}^i(x) - U_i(x_i)) + \mu(\lambda C_l - X_l)\right\}.
\]

and we have \(\nabla f_i(x) = 0\), \(\forall i \in S\) at a stationary point of \(f(x)\). The proof of the sufficiency is trivial because the unique optimal solution of \((P_p)\), say \(x^*\), satisfies the condition (1) and consequently \(\nabla f(x^*) = 0\) holds. For the converse, we show that \(U_{av}^i(x) = U_i(x_i), \forall i \in B_l\) and \(\sum_{i \in B_l} x_i = \lambda C_l\) must hold at the stationary point. Assume that \(\sum_{i \in B_l} x_i < \lambda C_l\) at the stationary point, then it is true that \(U_{av}^i(x) < U_i(x_i), \forall i \in B_l\) because we have \(U_i'(x_i) > 0, \forall i \in B_l\) and \(\mu > 0\). However, \(U_{av}^i(x) < U_i(x_i), \forall i \in B_l\) cannot hold due to \(\sum_{i \in B_l} U_{av}^i(x) - U_i(x_i) = 0\). Similarly, it can be shown that \(\sum_{i \in B_l} x_i > \lambda C_l\) is impossible to happen at the stationary point. Thus, at the stationary point, there hold \(\sum_{i \in B_l} x_i = \lambda C_l\) and \(U_{av}^i(x) = U_i(x_i), \forall i \in B_l\). This is equivalent to the optimality condition (1), so we can conclude that the stationary point of \(f(x)\) is unique and is the unique optimal solution of \((P_p)\).

Accordingly, our objective is now to find the unique stationary point of \(f(x)\).
3. Asynchronous distributed algorithm and its convergence

In this section, we discuss a distributed implementation of our utility max–min flow control algorithm and its convergence. We find the stationary point by gradient projection method which is most commonly used to solve constrained optimization problems.

3.1. Distributed implementation

Suppose that link \( l \) is a single bottleneck link, and that each session \( i \) can be expressed as a pair (source \( i \), receiver \( i \)). Then, the transmission rate of source \( i \) is computed by

\[
    x_i = [x_i - \gamma \nabla f_i(x)]^+_i,
\]

where \( \gamma > 0 \) is a step size, \([ \cdot ]^+_i\) denotes \( \max\{0, \cdot\}\), and \( \nabla f_i(x) \) is given by (3). Link \( l \) maintains two main variables, \( \text{AggRate}^l \) and \( \text{Avg}U^l \), which respectively contain the averaged aggregate arrival rate and the averaged utility of sessions bottlenecked at the link. The initial values of \( \text{AggRate}^l \) and \( \text{Avg}U^l \) are all zero. We assume that in the header of a packet, there exist two fields, \( U \) and \( C \), used to carry the information for the computation (4), and that a receiver generates and sends an acknowledgement (ACK) packet as soon as it receives a data (DAT) packet. The following are the algorithms carried out by links, sources and receivers. Here, the averaging factors \( \alpha \) and \( \beta \) fall in \((0,1)\), and \( \text{CurRate} \) denotes the instantaneous aggregate arrival rate.

**Link**

Upon every arrival of \( N^a \) packets:

Estimate \( \text{CurRate}^l \).

\[ \text{AggRate}^l \leftarrow (1 - \alpha) \cdot \text{AggRate}^l + \alpha \cdot \text{CurRate}^l \]

Upon arrival of a data packet:

\[
    \text{Avg}U^l \leftarrow (1 - \beta) \cdot \text{Avg}U^l + \beta \cdot \text{DAT}.U
\]

\[
    \text{DAT}.U \leftarrow \text{Avg}U^l - \text{DAT}.U
\]

\[
    \text{DAT}.C \leftarrow \lambda C_i - \text{AggRate}^l
\]

Source \( i \)

According to its transmission rate:

Send a data packet with \( \text{DAT}.U = U^l_i(x_i) \).

Upon arrival of an ACK packet:

\[
    x_i \leftarrow [x_i + 2\gamma \{U^l_i(x_i) \cdot \text{ACK}.U + \mu \cdot \text{ACK}.C\}]^+_i
\]

**Receiver**

Upon receipt of a data packet:

Generate and transmit an ACK packet with \( \text{ACK}.U = \text{DAT}.U \) and \( \text{ACK}.C = \text{DAT}.C \).

We can see from the above that in contrast to the previous work [9], our algorithm does not require any per-flow operation in the network, thereby being scalable. Furthermore, the algorithm in [10] estimates the number of locally bottlenecked sessions at each link which is not simple, but our algorithm does not need that. As we will mention in Section 4, these features also hold for the algorithm accommodating multiple bottleneck links.

3.2. Convergence analysis

In the real network, the communication delays between any two nodes are inevitable and the global clock synchronization is impossible. Accordingly, to analyze the convergence, we need to express the distributed implementation as an asynchronous distributed algorithm, which involves the communication delay and the asynchronism.

Let \( T = \{1, 2, \ldots\} \) be a set of indices which correspond to the sequence of physical times at which one or more components of vector \( x \) are updated. For each \( i \in S \), define \( T^i \subseteq T \) to be a set of times at which \( x_i \) is updated. For each \( i, j \in S \) and each \( t \in T^i \), a variable \( \tau_j^i(t) \in T \) denotes the time at which \( x_j \) used in the update of \( x_i \) is generated. Note that \( t - \tau_j^i(t) \) and \( t - \tau_j^i(t) \) can be viewed as a communication delay from source \( i \) to source \( j \) via link \( l \) and the round trip delay of source \( i \), respectively. Let \( x^l(t) \) be a local rate vector at each source \( i \in S \), that is, \( x^l(t) = (x_i(\tau_j^i(t)), j \in S) \). Then, if \( t \in T^i \), the update of \( x_i \) is given by

\[
    x_i(t + 1) = [x_i(t) - \gamma \nabla f_i(x^l(t))]^+_i.
\]

Otherwise, \( x_i(t + 1) = x_i(t) \).

**Assumption 2 (Partial asynchronism).** There exists an integer \( B > 0 \) such that: (a) For every \( i \in S \) and for every \( t \in T \), at least one of the elements of the set \( \{t, t + 1, \ldots, t + B - 1\} \) belongs to \( T^i \). (b) There hold \( \max\{0, t - B + 1\} \leq \tau_j^i(t) \leq t \) for all \( i, j \in S \) and all \( t \geq 0 \).

By (a), the interval of any consecutive update is bounded, and by (b), the communication delay...
between any two sources is bounded. We can prove the following theorem.

**Theorem 3.** Under Assumption 1 and 2, there exists a constant \( \gamma_0 > 0 \) such that if \( 0 < \gamma < \gamma_0 \), then starting from any initial rate vector \( x(0) \geq 0 \), every limit point of \( f(x(t)) \) generated by the asynchronous algorithm (5) is the unique minimizer of \( f(x) \).

**Proof.** See Appendix A. \( \square \)

From this theorem, we can notice that with a sufficiently small step size \( \gamma > 0 \), the algorithm converges to the unique optimal solution.

### 4. Extension to the case of multiple bottleneck links

So far, we have proposed and analyzed a utility max–min flow control algorithm for the case of a single bottleneck link. For the generalization of the algorithm, we have to resolve two issues. One is the problem of \( M_\alpha \), which is the maximum possible transmission rate of session \( i \). That is, some sessions can be bottlenecked at their sources by \( M_\alpha \)'s, but we could not deal with the case in the above section. The other is the case of multiple bottleneck links, by which we mean that there exist one or more bottleneck links in the network. In this section, we discuss the extension of the utility max–min flow control algorithm focusing on the two issues.

Suppose that there exist multiple bottleneck links in the network, then \( B_i \) is not necessarily equal to \( S_i \) for all \( i \in L \). Moreover, some sessions could be bottlenecked at their sources. Thus, if \( U_{aw}(x) \) is updated as stated in the above subsection, i.e., updated whenever a data packet arrives on link \( l \), then \( U_{av}(x) \) becomes the average value of the utilities of all sessions passing through \( l \). However, what \( U_{av}(x) \) is expected to be is the average utility of sessions bottlenecked at link \( l \). It is therefore necessary to identify which sessions are bottlenecked at link \( l \).

To do this, we need three more fields, \( BL, NewBL \) and \( MinU \), in the header of a data(DAT) packet. \( DAT.BL \) denotes the current bottleneck link of the session to which \( DAT \) belongs, is set by the source, and is used to decide whether or not \( AvgU^d \) is updated by \( DAT.U \). In detail, if \( DAT.BL \) is link \( l \), \( AvgU^d \) is updated by \( DAT.U \). Otherwise, \( AvgU^d \) is not updated. Consequently, \( AvgU^d \) becomes the average utility of sessions bottlenecked at link \( l \). \( DAT.NewBL \) and \( DAT.MinU \) respectively denote the new bottleneck link and the minimum utility allocated by the links on the path. \( DAT.MinU \) is initially set to \( U(M) \) by the source and is compared with \( AvgU^d \) of each link \( l \) on the path to find a new bottleneck link. In detail, if \( MinU > AvgU^d \), then \( DAT.NewBL, DAT.MinU \) and \( DAT.C \) are set to \( l, AvgU^d \) and \( \lambda C_l - AggRate \) respectively. As the algorithm in the above section, the initial values of \( AggRate^d \) and \( AvgU^d \) are all zero, and \( DAT.NewBL = -1 \) means the new bottleneck link of a session is its source.

While the sessions are finding their ultimate bottleneck links, the non-zero average utility can be induced even at non-bottleneck links. Once the ultimate bottleneck links of all sessions are identified or equivalently the system reaches the steady state in finding the bottleneck links, the average utility at the non-bottleneck links should be zero by the definition of \( AvgU^d \). Suppose that we reset the average utility of a non-bottleneck link to zero to follow the definition of \( AvgU^d \), right after finding all sessions’ ultimate bottlenecks. Then, the link will be considered as a bottleneck link of all sessions passing through it because the sessions identify their bottlenecks by comparing \( AvgU^d \)'s on their paths. But, the link is not an ultimate bottleneck link and thus the sessions will ultimately find their bottleneck links which are the same as the ones found before. This phenomenon will be repeated and thus the algorithm will not converge. Suppose otherwise that we leave the non-zero average utility at a non-bottleneck link unchanged. If the link is always a non-bottleneck link, then leaving the value unchanged will not cause any problem. Otherwise, there is a possibility that the algorithm converges to a point where the link is over-utilized. For example, suppose that link \( l \) is not currently a bottleneck link but it has large \( AvgU^d \) which has been induced during transient period. Note that it is impossible to know how large the value will be. By the change of the network condition, the link could be a bottleneck link of some sessions. However, the sessions are likely to consider the link as a non-bottleneck because it has large \( AvgU^d \), although the link is actually a bottleneck link. Consequently, the link will be over-utilized.

This problem can be resolved by nulling the average utility only at a link which has no sessions bottlenecked at it, but is over-utilized. To prevent the instability mentioned above, we recommend that the value is gradually reduced towards zero instead of immediately resetting the value to zero. Note that a session’s utility is averaged into \( AvgU^d \) at its
bottleneck link, and thus a link can easily recognize if it is a bottleneck link or not. In the algorithm, we halve $\text{Avg} U^j$ if the link is being over-utilized but $\text{Avg} U^j$ has not been updated while receiving $N^j$ consecutive packets. Of course, there can be many ways to decrease the value and the way may be selected according to the requirements including convergence speed, overshoot and so forth. Below is the pseudocode of the extended algorithm.

**Link 1**

**Upon every arrival of $N^a$ packets:**
Estimate $\text{CurRate}^j$.

$\text{AggRate}^j \leftarrow (1 - \alpha) \cdot \text{AggRate}^j + \alpha \cdot \text{CurRate}^j$

**Upon arrival of a data packet:**
If $\text{DAT}.\text{BL} = l$

$\text{Avg} U^j \leftarrow (1 - \beta) \cdot \text{Avg} U^j + \beta \cdot \text{DAT}.U$

If $\text{DAT}.\text{Min} U > \text{Avg} U^j$

$\text{DAT}.\text{Min} U \leftarrow \text{Avg} U^j$

$\text{DAT}.C \leftarrow \lambda \text{C}_l - \text{AggRate}^j$

$\text{DAT}.\text{NewBL} \leftarrow l$

**Upon every arrival of $N^b$ consecutive packets without update of $\text{Avg} U$:**
If $\text{AggRate}^j > \lambda \text{C}_l$

$\text{Avg} U^j \leftarrow \text{Avg} U^j/2$

**Source $i$**

According to its transmission rate:

Send a data packet with $\text{DAT}.U = U(\chi_i)$, $\text{DAT}.\text{Min} U = U(M_i)$, $\text{DAT}.\text{BL} = B_L$, $\text{DAT}.C = M_i$ and $\text{DAT}.\text{NewBL} = -1$.

**Upon receipt of an ACK packet:**

$x_i \leftarrow [x_i + 2\gamma \cdot \{U'_i(\chi_i) \cdot \text{ACK}.U + \mu \cdot \text{ACK}.C\}]^+$

$\text{BL} = \text{ACK}.\text{NewBL}$

**Receiver $i$**

**Upon receipt of a data packet:**
Generate and transmit an ACK packet with $\text{ACK}.U = \text{DAT}.\text{Min} U - \text{DAT}.U$, $\text{ACK}.C = \text{DAT}.C$ and $\text{ACK}.\text{NewBL} = \text{DAT}.\text{NewBL}$.

Here, $[\cdot]^+$ denotes the projection on the interval $[0, M_i]$. Let $L_i$ be the set of links on the path of session $i$. Then, we can see from the above source algorithm that when session $i$ is bottlenecked at its source, i.e., $U(M_i) < \text{Avg} U^j$, $\forall l \in L_i$, $x_i$ increases and is eventually throttled by $M_i$ because the source always sees $\text{ACK}.U \geqslant 0$ and $\text{ACK}.C = M_i$ in this case. By this way, we handle the case when a session is bottlenecked at its source. We note that $BL$ is initially set to the source, so before the first ACK.BL is known to the source, DAT.BL is always set to the source although we omit that in the pseudocode for simplicity. After the first ACK arrives at the source, the algorithm operates as shown in the above pseudocode.

The scalability still holds here because the algorithm does not require any per-flow operation, but more fields in the packet and more operations at the link are needed compared to the case of a single bottleneck link. Once the bottleneck link of a session is identified, it takes more than $\frac{1}{2} \cdot \text{RTT}$ (round trip time) for the bottleneck link to be known to the source. Nevertheless, the algorithm converges as we show in the next section.

### 5. Simulation results

In this section, we show through simulations that the proposed utility max–min flow control algorithm works as designed. We used NS-2 network simulator [13] for the simulation which was carried out for the two cases, that is, the case of a single bottleneck link and the case of multiple bottleneck links. For the case of a single bottleneck link, we show that the algorithm converges to a utility max–min point for various utility functions. For the case of multiple bottleneck links, we verify the convergence of the algorithm under the scenario where a single link or several links can be bottleneck links according to the dynamic join and leave of sessions. The scenario also includes the case where some sessions are bottlenecked at their sources. Because the algorithm proposed in Section 4 is a generalized version of the one in Section 3, we used the former for all simulations.

Before showing simulation results, we introduce the utility functions used throughout the simulation. Table 1 summarizes the utility functions. As shown in the table, we use five types of utility functions.

**Table 1**

<table>
<thead>
<tr>
<th>Type</th>
<th>Short</th>
<th>Coefficient</th>
<th>Utility function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logarithm</td>
<td>LOG</td>
<td>$a &gt; 0$</td>
<td>$a \cdot \log(x + 1)$</td>
</tr>
<tr>
<td>Linear</td>
<td>LINE</td>
<td>$a &gt; 0$</td>
<td>$a \cdot x$</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>SIG</td>
<td>$a, b, c &gt; 0$</td>
<td>$a \cdot \left( \frac{1}{1 + e^{-bcx}} - \frac{1}{e^c} \right)$</td>
</tr>
<tr>
<td>Aretan</td>
<td>ATAN</td>
<td>$a &gt; 0$</td>
<td>$a \cdot \arctan(x)$</td>
</tr>
<tr>
<td>Quadratic</td>
<td>QUAD</td>
<td>$a &gt; 0$</td>
<td>$a \cdot x^2$</td>
</tr>
</tbody>
</table>
which satisfy Assumption 1 and are convex, concave or neither convex nor concave. As mentioned in many papers, the logarithmic utility function represents an elastic application such as FTP whereas the sigmoidal function approximates the utility of a real-time application. Other utility functions are used to show that our algorithm can accommodate various types of utility functions although they may not have any practical correspondence. We specify a utility function by using the short forms in the second column and the coefficients in the third column. For example, $\log(x + 1)$ and $\text{SIG}(a, b, c)$ represent $a \cdot \log(x + 1)$ and $a \cdot \left(\frac{1}{1 + e^{-b(x-c)}} - \frac{1}{1 + e^{b(x-c)}}\right)$, respectively.

### 5.1. The case of a single bottleneck link

Fig. 2 shows the network topology in which we examine the proposed algorithm for the case of a single bottleneck link. In the figure, $S_i$, $R_i$ and $RT_i$ denote source $i$, receiver $i$ and router $i$, respectively. The pair $(S_i, R_i)$ constitutes session $i$ and there are totally 10 sessions ($i = 1–10$). The utility function of each session is given as: $U_1(x_1) = \text{LOG}(1.5)$, $U_2(x_2) = \log(2.0)$, $U_3(x_3) = \text{LINE}(0.15)$, $U_4(x_4) = \text{LINE}(0.2)$, $U_5(x_5) = \text{SIG}(10,0.5,10)$, $U_6(x_6) = \text{SIG}(10,0.3,20)$, $U_7(x_7) = \text{ATAN}(1.5)$, $U_8(x_8) = \text{ATAN}(2.5)$, $U_9(x_9) = \text{QUAD}(0.005)$ and $U_{10}(x_{10}) = \text{QUAD}(0.01)$. For better presentation, we show the utility functions in Fig. 3. The link capacity in Fig. 2 is set to be 100 Mbps, and to ensure that no sessions are throttled at their sources or access links, the maximum transmission rates ($M_i$) and the access link capacities of all sessions are set to be 500 Mbps. The delay of each link is randomly assigned, and the maximum of the round-trip delays of all sessions is 200 ms. The parameters used in the simulation are $\gamma = 0.001$, $\mu = 0.01$, $\lambda = 0.95$, $\alpha = 0.01$ and $\beta = 0.01$.

Fig. 4 shows the simulation results including the aggregate arrival rate, average utility, transmission rates and corresponding utilities. For all sessions, their utilities shown in Fig. 4(d) are all equal to the average utility shown in Fig. 4(b). Moreover, we can see from Fig. 4(a) that the target link utilization 0.95 is achieved. So, we can conclude that for the case of a single bottleneck link, the proposed utility max–min flow control algorithm converges to the unique utility max–min point satisfying (1). Observe that the utilities of all the sessions cannot increase over $\frac{1}{x}$ which is the upper bound of $U_7(x_7)$, and thus the transmission rates of them except session 7 cannot increase even if the remaining bandwidth is enough. Furthermore, the remaining bandwidth will be allocated to session 7. This observation implies that we need to set an upper bound ($M_j$) on the transmission rate of a session with bounded utility function, and the issue will be discussed in the following subsection.

### 5.2. The case of multiple bottleneck links

We further verify the convergence of our algorithm over the network topology shown in Fig. 5. There are 20 sessions which join and leave the network according to the arrival–departure timing diagram in Fig. 6. The utility functions of session 1–10 are equivalent to those in the above subsection, and the utility functions of other sessions are: $U_{11}(x_{11}) = \text{LOG}(1)$, $U_{12}(x_{12}) = \text{LOG}(2.0)$, $U_{13}(x_{13}) = \text{LINE}(0.3)$, $U_{14}(x_{14}) = \text{LINE}(0.2)$, $U_{15}(x_{15}) = \text{SIG}(8,0.5,15)$, $U_{16}(x_{16}) = \text{SIG}(9,0.3,17)$, $U_{17}(x_{17}) = \text{ATAN}(3)$, $U_{18}(x_{18}) = \text{ATAN}(4)$, $U_{19}(x_{19}) = \text{QUAD}(0.01)$ and $U_{20}(x_{20}) = \text{QUAD}(0.03)$. As mentioned at the end of the above subsection, we set the maximum transmission rates of the sessions with bounded utility functions to: $M_5 = 20$ Mbps, $M_6 = 30$ Mbps.
\( M_7 = 5 \text{ Mbps, } M_8 = 10 \text{ Mbps, } M_{15} = 20 \text{ Mbps, } M_{16} = 30 \text{ Mbps, } M_{17} = 15 \text{ Mbps and } M_{18} = 20 \text{ Mbps.} \)

For all the other sessions, \( M_i = 500 \text{ Mbps} \) is used, and all the access link capacities are set to be 500 Mbps. The link capacities in the core network are set to \( C_1 = 125 \text{ Mbps, } C_1 = 150 \text{ Mbps, } C_3 = 100 \text{ Mbps and } C_4 = 75 \text{ Mbps.} \)

The delay of each link is randomly assigned, and the maximum of the round-trip delays of all sessions is 200 ms. The parameters are all equal to those in the above subsection except that the step size \( \gamma \) is set to 0.0025.

The simulation results are shown in Fig. 7. Let us explain the results by each period. In \([0, 200]\), there are two different utility values, 2.97 and 2.06 as shown in Fig. 7 (d), and we can see from Fig. 7 (b) that 2.97 is the average utility at \( L_1 \). Moreover, the aggregate arrival rate at \( L_1 \) is 118.75 Mbps as shown in Fig. 7 (a), which implies that the target utilization 0.95 is achieved at \( L_1 \). This obviously shows that \( L_1 \) is a bottleneck link in the period. The other value 2.06 is the utility of session 7 bottlenecked at its source. As shown in Fig. 7 (c), its transmission rate is 5 Mbps which is equal to \( M_7 \).

The parameters are all equal to those in the above subsection except that the step size \( \gamma \) is set to 0.0025.

The delay of each link is randomly assigned, and the maximum of the round-trip delays of all sessions is 200 ms. The parameters are all equal to those in the above subsection except that the step size \( \gamma \) is set to 0.0025.

The simulation results are shown in Fig. 7. Let us explain the results by each period. In \([0, 200]\), there are two different utility values, 2.97 and 2.06 as shown in Fig. 7 (d), and we can see from Fig. 7 (b) that 2.97 is the average utility at \( L_1 \). Moreover, the aggregate arrival rate at \( L_1 \) is 118.75 Mbps as shown in Fig. 7 (a), which implies that the target utilization 0.95 is achieved at \( L_1 \). This obviously shows that \( L_1 \) is a bottleneck link in the period. The other value 2.06 is the utility of session 7 bottlenecked at its source. As shown in Fig. 7 (c), its transmission rate is 5 Mbps which is equal to \( M_7 \). The target link utilization is not achieved at all the other links, so we can conclude that \( L_1 \) is a single bottleneck link in the period of \([0, 200]\) and the sessions bottlenecked at the link achieve the same utility. Note that the non-zero average utilities at the non-bottleneck links are induced while the sessions are finding their bottleneck links and the values are not set to zero as we stated in Section 4.
In [200,400), session 11–15 join the network, and we can see from Fig. 7(a) that \( L_2 \) is a single bottleneck link because the target utilization is achieved only at \( L_2 \). But, Fig. 7(d) shows three different utility values, 2.06, 2.28 and 3.68, which implies that not all the sessions are bottlenecked at \( L_2 \). As shown in Fig. 7(b), 2.28 is the average utility at \( L_2 \), and as shown in Fig. 7(d), 2.06 and 3.68 are respectively the utilities of session 7 and 8 which might be bottlenecked at its source. Fig. 7(c) verifies this guess because the transmission rates of session 7 and 8 are equal to their maximum possible transmission rates 5 Mbps and 10 Mbps, respectively. Consequently, our algorithm achieves utility max–min fairness in this period.

In [400,600), session 16–20 join the network, and \( L_2 \), \( L_3 \) and \( L_4 \) are bottleneck links from Fig. 7(a) which shows that \( \text{AggRate}^2 = 142.5 \) Mbps, \( \text{AggRate}^3 = 95 \) Mbps and \( \text{AggRate}^4 = 71.25 \) Mbps. As shown in Fig. 7(b), we have \( \text{Avg}U^2 = 3.63 \), \( \text{Avg}U^3 = 2.04 \) and \( \text{Avg}U^4 = 1.96 \), and these values also appear in Fig. 7(d). One more utility value 3.68 in Fig. 7(d) is the utility of session 8 bottlenecked at its source. Observe that in contrast to the previous period, session 7 is not bottlenecked at its source, and is bottlenecked at \( L_3 \).

In [600,800), session 11–15 leave the network, and \( L_1 \) becomes a new bottleneck link while as \( L_2 \) becomes a non-bottleneck link as shown in Fig. 7(a). We can see from Fig. 7(b) that the average utilities of the bottleneck links are \( \text{Avg}U^1 = 3.52 \), \( \text{Avg}U^3 = 6.02 \) and \( \text{Avg}U^4 = 2.28 \). In this period, session 7 is bottlenecked at its source again so that there are totally four different utility values in Fig. 7(d). Hence, the sessions sharing a same bottleneck link achieve equal utility, which validates the convergence of the algorithm to a utility max–min point. In the last period [800,1000), all the transmission rates and corresponding utilities go back to the values equal to those in [0,200) as session 16–20 leave the network. In conclusion, the proposed algorithm works as designed even when there exist multiple bottleneck links in the network and even when some sessions are bottlenecked at their sources.
6. Concluding remarks

In this paper, we developed a utility max–min flow control algorithm based on optimization theory. The algorithm operates in asynchronous and distributed manner and does not require any per-flow operation in the network. In contrast to most of the researches dealing with utility functions, we do not restrict utility functions to be concave. Nevertheless, for the case of a single bottleneck link, we formulated the objective as an optimization problem, which is not easy to solve. In fact, it seems to be very difficult even to find an objective function. Despite this difficulty, we could not present the problem formulation and proving the convergence would be an interesting issue of future study.

Max–min fairness is one of the most commonly used fairness criteria, but it is not an easy task to formulate the objective as an optimization problem because a bottleneck link should be identified for each flow. We guess that the formulation will be a mixed integer programming or a kind of minimax problem, which is not easy to solve. In fact, it seems to be very difficult even to find an objective function that achieves max–min fairness. Although we presented a formulation in this paper, it works only for a special case, i.e., the case of a single bottleneck link. We actually found that it is a daunting task even to involve $M_i$ in the formulation. Due to the difficulty, we could not present the problem formulation for the general case, so finding the general formulation and proving the convergence would be an interesting issue of future study.
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Appendix A. Proof of Theorem 3

A.1. The outline of the proof

For better understanding of the proof, we first sketch the proof. The goal is to show that (a) the amount of update goes to zero, i.e., $\lim_{t \to \infty} s_i(t) = 0$, $\forall i$ where $s_i(t) = \frac{1}{\gamma} \left[ \{x_i(t) - \gamma \nabla f_i(x(t))\}^+ - x_i(t) \right]$. Once (a) is established, we can easily show that (b) the sequence $\{x(t)\}$ has a limit point $x^*$ and (c) the error term $\|\nabla f(x(t)) - \nabla f(x^*)\|$ goes to zero for all $i$. By using (a)–(c), we can obtain the convergence of the algorithm to the unique optimal point. To show (a), we use non-negativity of the objective function, and descent property of the iteration, i.e., each update reduces the objective function. In more detail, we employ Lemma 3 to express the upper bound of the updated objective function value $f_i(x(t+1))$ in terms of $s_i(t)$, $\nabla f_i(x(t))$ and $\nabla f_i(x^*)$. After that, Lemmas 4 and 6 are used to rewrite the bound in terms of $\|s(t)\|_2$, and non-negativity of the function is used to show that $\|s(t)\|_2$ goes to zero. Finally, we show (b) and (c) by using Lemma 5.

A.2. The proof

We start the proof by introducing the following lemma. See [14] for the proof.

Lemma 1. Let a function $f: D \to \mathbb{R}^n$ be continuous for some domain $D \subset \mathbb{R}^n$. Suppose that $\nabla f(x)$ exists and is continuous on $D$. If, for a convex subset $X \subset D$, there is a constant $K \geq 0$ such that

$$\|\nabla f(x)\| \leq K$$

on $X$, then

$$\|f(x) - f(y)\| \leq K\|x - y\|, \quad \forall x, y \in X, \quad (A.1)$$

where $\|\cdot\|$ denotes an arbitrary norm.

By using this lemma, we can prove the following lemma which shows that $\nabla f(x)$ is Lipschitz continuous.

Lemma 2. Let $C = \{ C_i, i \in S \}^T$, then there exists a constant $K > 0$ such that

$$\|\nabla f_i(x) - \nabla f_i(y)\|_2 \leq K\|x - y\|_2, \quad \text{for } 0 \leq x, y \leq C.$$

Proof. By part (b) of Assumption 1, $|U_i|$, $|U'_i|$ and $|U''_i|$ are bounded over a compact set, and we define their bounds as: $|U_i| \leq a_0$, $|U'_i| \leq a_1$, and $|U''_i| \leq a_2$ on $[0, C]$. First, observe that

\footnote{1} Lemmas 1 and 2 are needed for the proof of Lemma 3.

\footnote{2} A function satisfying (A.1) is said to be Lipschitz continuous or simply lipschitzian.
Lemma 3 (Descent lemma). If $f: \mathbb{R}^n \to \mathbb{R}$ is continuously differentiable and has the property $\|\nabla f(x) - \nabla f(y)\| \leq K\|x - y\|$ for every $x, y \in \mathbb{R}^n$, then

$$f(x + y) \leq f(x) + y^T \nabla f(x) + \frac{K}{2} \|y\|^2.$$ 

Let $s_i(t) = \frac{1}{\gamma} \{ x_i(t + 1) - x_i(t) \}$, then $s_i(t) = \frac{1}{\gamma} \{ x_i(t) - \gamma \nabla f_i(x'(t)) \} = x_i(t)$. 

Lemma 4. For any $i$ and $t$, we have

$$s_i(t) \nabla f_i(x'(t)) \leq -|s_i(t)|^2,$$

and thus

$$\sum_i s_i(t) \nabla f_i(x'(t)) \leq -\|s(t)\|^2.$$ 

Proof. The projection theorem says that for some $x \in \mathbb{R}$, $z \in X$ is equal to $\lfloor x \rfloor$ if and only if $(y - z)^T (x - z) \leq 0$ for all $y \in X$ (see p. 211 of [15]). From this theorem, we see that

$$\{ x_i(t) - [x_i(t) - \gamma \nabla f_i(x'(t))\}^+ \}
\times \{ x_i(t) - \gamma \nabla f_i(x'(t)) - [x_i(t) - \gamma \nabla f_i(x'(t))\}^+ \} \leq 0,$$

which can be rewritten as

$$-\gamma s_i(t) \{ -\gamma s_i(t) - \gamma \nabla f_i(x'(t)) \} \leq 0 \Rightarrow s_i(t) \nabla f_i(x'(t)) \leq -|s_i(t)|^2.$$ 

Summing the above inequality over $i$ yields the desired result. \( \square \)

Below are the last two lemmas we need for the proof of the convergence.

Lemma 5. For every $i$ and every $t \geq 0$, we have

$$|\nabla f_i(x(t)) - \nabla f_i(x'(t))| \leq 2\gamma \left( \frac{a_i^2}{N_i} + \mu \right)$$

$$\times \sum_{k \in B_i} \sum_{\tau = -\gamma}^{-1} |s_k(\tau)| + 2a_i^2 \gamma \sum_{\tau = -\gamma}^{-1} |s_k(\tau)|.$$ 

Proof. First, observe that for all $k \in S$,

$$|x_k(t) - x_k'(t)| = |x_k(t) - x_k(\tau_k(t))|$$

$$= \left| \sum_{\tau = -\gamma}^{-1} \gamma s_k(\tau) \right| \leq \gamma \sum_{\tau = -\gamma}^{-1} |s_k(\tau)|. \quad (A.2)$$

The last inequality is an immediate consequence of Assumption 2. As we stated in Section 3, we use averaged $U_{av}^i(x)$ and $X_i$ in the algorithm. To involve that in $\nabla f_i(x'(t))$, we define $U_{av}^i(x'(t))$ and $X_i^e(x'(t))$ to be the estimation of them. Then, they can be expressed as

$$U_{av}^i(x'(t)) = \sum_{t = -i - B}^{t} \sum_{k \in B_i} \eta_k(t) U_k(x_k(t)), \quad \sum_{t = -i - B}^{t} \eta_k(t) = \frac{1}{N_t}, \quad \forall k \in B_i,$$

$$X_i^e(x'(t)) = \sum_{t = -i - B}^{t} \sum_{k \in S_i} x_k(t), \quad \sum_{t = -i - B}^{t} \epsilon_i(t) = 1,$$

where the weights $\eta_k(\tau)$ and $\epsilon_i(\tau)$ are all positive. $\nabla f_i(x(t))$ and $\nabla f_i(x'(t))$ are given by

$$\nabla f_i(x(t)) = -2 \left[ U_i^i(x_i(t))(U_{av}^i(x(t)) - U_i(x_i(t))$$

$$+ \mu \left( C_i - \sum_{k \in S_i} x_k(t) \right) \right],$$

$$\nabla f_i(x'(t)) = -2 \left[ U_i^i(x_i(t))(U_{av}^i(x'(t)) - U_i(x_i'(t))$$

$$+ \mu (C_i - X_i^e(x'(t))) \right].$$

Notice that in $\nabla f_i(x'(t))$, $U_i^i(x_i(t))$ is used instead of $U_i^i(x_i(t))$ because $U_i^i(x_i(t))$ is calculated from the
current transmission rate \( x_i(t) \) as shown in Section 3. It follows that
\[
|\nabla f_i(x(t)) - \nabla f_i(x'(t))| \\
\leq 2\left|U'_i(x_i(t))\right| \left\{ \sum_{k \in S_i} \left| \frac{1}{N_i} U_k(x_k(t)) - \sum_{t=t-B}^{t-i} \zeta_k(t) U_k(x_k'(t)) \right| \\
+ \left|U_i(x_i(t)) - U_i(x_i'(t)) \right| \right\} + 2\mu \sum_{k \in S_i} \left| x_k(t) - \sum_{t=t-B}^{t-i} \zeta_k(t) x_k(t) \right|
\]
\[
\leq 2\left|U'_i(x_i(t))\right| \left\{ \sum_{k \in S_i} \max_{t-t-B \leq t \leq t} \left| U_k(x_k(t)) - U_k(x_k'(t)) \right| \\
+ \left|U_i(x_i(t)) - U_i(x_i'(t)) \right| \right\} + 2\mu \sum_{k \in S_i} \max_{t-t-B \leq t \leq t} \left| x_k(t) - x_k'(t) \right|
\]
for some \( y_k(t) \) between \([x_k(t) \text{ and } x_k'(t)]\), and \( z_i(t) \) between \([x_i(t) \text{ and } x_i'(t)]\). Applying (A.2) to the above inequality yields
\[
\leq 2a_i \left\{ \frac{1}{N_i} \sum_{k \in B_i} \max_{t-t-B \leq t \leq t} \left| U'_k(y_k(t)) \right| \cdot \left| x_k(t) - x_k'(t) \right| \\
+ \left|U'_i(z_i(t)) \right| \cdot \left| x_i(t) - x_i'(t) \right| \right\} \\
+ 2\mu \sum_{k \in S_i} \max_{t-t-B \leq t \leq t} \left| x_k(t) - x_k'(t) \right|
\]
\[
\leq 2a_i \left\{ \frac{1}{N_i} \sum_{k \in B_i} \max_{t-t-B \leq t \leq t} \gamma \left[ \sum_{t=t-B}^{t-i} \left| s_k(t') \right| \right] + \gamma \sum_{t=t-B}^{t-i} |s_i(t)| \right\} \\
+ 2\mu \sum_{k \in S_i} \max_{t-t-B \leq t \leq t} \gamma \left[ \sum_{t=t-B}^{t-i} \left| s_k(t') \right| \right]
\]
\[
= 2\gamma \left( \frac{a_i^2}{N_i} + \mu \right) \sum_{k \in B_i} \sum_{t=t-B}^{t-i} \left| s_k(t') \right| \\
+ 2\mu \gamma \sum_{t-t-B \leq t \leq t} \left| s_i(t) \right|
\]
which is the desired result. \(\square\)

**Lemma 6.** We have
\[
\sum_{i} |s_i(t)| \cdot |\nabla f_i(x(t)) - \nabla f_i(x'(t))| \\
\leq \gamma \left( \frac{a_i^2}{N_i} + \mu \right) \left\{ 2N_i B \|s(t)\|_2^2 + N_i \sum_{t=t-B}^{t-i} \|s(t)\|_2^2 \right\} \\
+ a_i^2 \gamma \left\{ B \|s(t)\|_2^2 + \sum_{t=t-B}^{t-i} \|s(t)\|_2^2 \right\}
\]

**Proof.** By Lemma 5, we can write
\[
\sum_{i} |s_i(t)| \cdot |\nabla f_i(x(t)) - \nabla f_i(x'(t))| \\
\leq 2\gamma \left( \frac{a_i^2}{N_i} + \mu \right) \sum_{i} \sum_{k \in B_i} \sum_{t=t-B}^{t-i} |s_i(t)| \cdot |s_k(t)| \\
+ 2a_i^2 \gamma \sum_{i} \sum_{t=t-B}^{t-i} |s_i(t)| \cdot |s_i(t)| \\
\leq \gamma \left( \frac{a_i^2}{N_i} + \mu \right) \sum_{i} \sum_{k \in B_i} \sum_{t=t-B}^{t-i} \left( |s_i(t)|^2 + |s_k(t)|^2 \right) \\
+ a_i^2 \gamma \sum_{i} \sum_{t=t-B}^{t-i} \left( |s_i(t)|^2 + |s_i(t)|^2 \right)
\]
\[
= \gamma \left( \frac{a_i^2}{N_i} + \mu \right) \left\{ 2N_i B \|s(t)\|_2^2 + N_i \sum_{t=t-B}^{t-i} \|s(t)\|_2^2 \right\} \\
+ a_i^2 \gamma \left\{ B \|s(t)\|_2^2 + \sum_{t=t-B}^{t-i} \|s(t)\|_2^2 \right\},
\]
where the second inequality follows from the fact that \(2ab \leq a^2 + b^2\). \(\square\)

**Proof of Theorem 3.** By Lemma 3, we can write
\[
f_i(x(t+1)) = f_i(x(t) + \gamma s(t)) \\
\leq f_i(x(t)) + \gamma \sum_{i} s_i(t) \nabla f_i(x(t)) \\
+ \frac{1}{2} K_i \gamma^2 \|s(t)\|_2^2 \\
= f_i(x(t)) + \gamma \sum_{i} s_i(t) \nabla f_i(x(t)) \\
+ \frac{1}{2} K_i \gamma^2 \|s(t)\|_2^2 + \gamma \sum_{i} s_i(t) (\nabla f_i(x(t)) \\
- \nabla f_i(x'(t))).
\]
By applying Lemmas 4 and 6, we can continue the proof as
\[ f_i(x(t' + 1)) \leq f_i(x(t')) - \gamma \| s(t') \|_2^2 \]
\[ + \frac{1}{2} K \gamma^2 \| s(t') \|_2^2 + \gamma^2 \left( \frac{a_i^2}{N_i} + \mu \right) \]
\[ \times \left\{ 2N_i B \| s(t') \|_2^2 + N_i \sum_{t = t' - 2B}^{t' - 1} \| s(\tau) \|_2^2 \right\} \]
\[ + a_i^2 \gamma^2 \left( B \| s(\tau) \|_2^2 + \sum_{t = t' - B}^{t' - 1} \| s(\tau) \|_2^2 \right) \]

Summing the above result from \( t' = 0 \) to \( t' = t \) yields

\[ f_i(x(t+1)) \leq f_i(x(0)) - \gamma \left( 1 - \frac{1}{2} K \right) \sum_{t = 0}^{t} \| s(\tau) \|_2^2 \]
\[ + \gamma^2 \left( \frac{a_i^2}{N_i} + \mu \right) \left\{ 2N_i B \sum_{t = 0}^{t} \| s(\tau) \|_2^2 + 2N_i B \sum_{t = 0}^{t} \| s(\tau) \|_2^2 \right\} \]
\[ + a_i^2 \gamma^2 \left( B \sum_{t = 0}^{t} \| s(\tau) \|_2^2 + \sum_{t = 0}^{t} \| s(\tau) \|_2^2 \right) = f_i(x(0)) \]
\[ - \gamma \left( 1 - \frac{1}{2} K \right) \sum_{t = 0}^{t} \| s(\tau) \|_2^2 = f_i(x(0)) \]
\[ - \gamma \left( 1 - \frac{1}{2} K \right) \sum_{t = 0}^{t} \| s(\tau) \|_2^2 \]

where \( \gamma_0 = \frac{1}{2K(2a_i^2 + 2\mu N_i)} \). Taking \( \lim_{t \to \infty} \) on both sides yields

\[ \lim_{t \to \infty} f_i(x(t + 1)) \leq f_i(x(0)) - \gamma \left( 1 - \frac{1}{2} K \right) \sum_{t = 0}^{t} \| s(\tau) \|_2^2. \]

Assume that \( 0 < \gamma < \gamma_0 \). Then there holds \( \lim_{t \to \infty} s(t) = 0 \) because \( f_k(t) \geq 0 \). Otherwise, \( \sum_{t = 0}^{t} \| s(\tau) \|_2^2 \) grows to infinity as \( t \to \infty \), which contradicts to the fact that \( f_k(t) \geq 0 \). Thus, we have \( \lim_{t \to \infty} s(t) = 0 \), \( \forall i \). As a consequence \( \lim_{t \to \infty} \| x(t + 1) - x(t) \|_2 = 0 \) and \( \lim_{t \to \infty} \| \nabla f_i(x(t)) - \nabla f_i(x' (t)) \|_2 = 0 \), \( \forall i \) by Lemma 5. Let \( x^* \) be a limit point of \( \{ x(t) \} \), \( \{ t_k \} \) be a sequence such that \( \lim_{k \to \infty} x(t_k) = x^* \), and \( t_k \) be such that \( |t_k - t_k| \leq B \) and \( t_k \in T^* \). Note that such \( t_k \) exists by part (a) of Assumption 2. Then, it follows that

\[ \lim_{k \to \infty} \nabla f_i(x'(t_k)) = \lim_{k \to \infty} \nabla f_i(x(t_k)) = \nabla f_i(x^*), \quad \forall i \]

since \( t_k \) tends to infinity as \( k \to \infty \). Finally, we can write

\[ x_i' = -\gamma \nabla f_i(x^*) + x_i \]
\[ = \lim_{k \to \infty} \left\{ x_i(t_k) - \gamma \nabla f_i(x'(t_k)) \right\} = x_i(t_k) \]
\[ = \lim_{k \to \infty} \nabla s_i(t_k) = 0, \quad \forall i. \]

We show that the limit point \( x^* \) is the unique stationary point \( \tilde{x}^* \) of \( f(x) \). First, \( \tilde{x}^* \) obviously satisfies \( [\tilde{x}^* - \gamma \nabla f_i(\tilde{x}^*)] ^+ = \tilde{x}^* = 0 \) because \( \nabla f_i(\tilde{x}^*) = 0 \). Sup-
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